Performance Analysis of Vectored Wireline Systems Embracing Channel Uncertainty
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Abstract—Future wireline communication systems aspire to boost the throughput in two ways: First, they exploit higher frequencies to gain more bandwidth on shorter lines in combination with vectoring. Second, they use non-differential transmission modes (such as phantom modes, common modes, split-pair modes) to exploit more dimensions. Performance predictions for systems exploiting these techniques are of great importance for upgrading copper networks to provide Internet access or deploying copper-based backhaul systems to connect mobile base-stations. Good predictions require accurate channel models. However, channel modeling for higher frequencies and non-differential modes is still in its infancy. A mixed deterministic/stochastic channel model is proposed to remedy this problem. The outage rate is derived based on an asymptotic (in the number of participating transceivers) analysis. As application examples, performance predictions in access networks using phantom modes and frequencies up to 200 MHz are presented.

I. INTRODUCTION

Broadband Internet access via the in-place copper network is an important part of today’s fixed broadband-access infrastructure [1] and will likely continue to play a key role in the evolutionary development process of future broadband access systems [2]. Recently mobile-network operators began to investigate the possibility of exploiting the existing copper infrastructure to provide backhaul connectivity in small-cell networks.

Co-location of transceivers on one side allows for coordination of transceivers with the aim of better exploiting the potential of the cable through techniques summarized under the term dynamic spectrum management (DSM) [3]. The level of coordination ranges from single-line power control (DSM level 1) over multi-line spectrum control (DSM level 2) to joint signal processing (DSM level 3). Cooperation of transmitters or receivers on signal-level at the last distribution point can be modeled as a broadcast channel or a multiple access channel, respectively. Corresponding pre-coding and interference cancellation techniques are often summarized under the term vectoring or vectored transmission [4]–[8]. Network operators have used DSM level 1 and level 2 to improve the performance and stability of their systems. Recently they have started deploying vectored systems (DSM level 3) mainly from street cabinets aiming at increasing data rates [9].

Emerging wireline communication systems boost the achievable rate mostly in two ways. First, they use higher frequencies on short lines [2], [10]. Second, they deploy alternative transmission modes (phantom modes, common modes, split-pair modes) [11]–[14]. Performance prediction for such systems is a major challenge since the development of reliable models for high-frequency behavior and non-differential modes is ongoing and the verification in real networks is time-consuming [11], [15]–[18]. At the same time, such predictions and models can be of great practical value since they influence operators’ investment decisions.

In this work, the problem is approached by modeling parts of the channel as a mixture of a deterministic and a stochastic component. Wireline channels are frequency selective and vary very slowly over time. The concept of outage probability and outage rate is applied to capture variations of wireline channel properties from line to line in a network.

The paper is organized as follows. Section II presents the system and channel model. Section III derives the outage rate. Section IV presents application examples and Section V concludes the work.

II. SYSTEM AND CHANNEL MODEL

We consider the setup depicted in Figure 1. There are N + 1 modem pairs (xᵢ, yᵢ), i = 0, . . . , N which are connected via direct paths (wire-pairs in a cable) and crosstalk paths (crosstalk-coupling paths). Paths starting from x₀ and paths terminating in y₀ are modeled as a sum of a deterministic and a stochastic coefficient (dashed red lines). All remaining paths (solid blue lines) are assumed to be known perfectly¹.

The received signals \( \mathbf{y} = [y₀ \ y₁ \ \cdots \ yₙ]^{T} \in \mathbb{C}^{N+1} \) are processed jointly and we are interested in the performance of the link \((x₀, \mathbf{y})\). Let \( \mathbf{H} = [\mathbf{h} \ \mathbf{H}_f] \in \mathbb{C}^{(N+1) \times (N+1)} \) denote the channel matrix, where \( \mathbf{h} \) is its first column and \( \mathbf{H}_f \)

¹The model can easily be extended so that more (or all) paths are mixed-deterministic/stochastic.
contains the remaining columns. The received signal vector \( y \) can be written as

\[
y = \mathbf{h}_1 x_0 + \mathbf{H}_f x_f + z.
\]

Here, the complex jointly-Gaussian circularly symmetric random vector \( z \sim \mathcal{CN}(0,\mathbf{N}) \) with covariance matrix \( \mathbf{N} \) models noise. The transmitted signal \( x_0 \) and the interfering signal vector \( x_f = [x_1 \ x_2 \ \ldots \ \ x_N]^T \) are assumed to be Gaussian distributed, i.e., \( x_0 \sim \mathcal{CN}(0,\mathbf{P}_0) \), where \( \mathbf{P}_0 \) denotes the variance of \( x_0 \) and \( x_f \sim \mathcal{CN}(0,\mathbf{P}_I) \) with \( \mathbf{P}_I \triangleq \text{diag}(P_1, P_2, \ldots, P_N) \).

Let \( \bar{\mathbf{h}} = [\bar{\mathbf{h}} \ \mathbf{H}_f] \) denote the deterministic part of the channel matrix, where \( \bar{\mathbf{h}} \) is the first column and \( \mathbf{H}_f \) contains the remaining columns. The channel is modeled according to

\[
\begin{align*}
\mathbf{h} &\triangleq \bar{\mathbf{h}} + \mathbf{R}^{1/2} \mathbf{w} \in \mathbb{C}^{(N+1) \times 1} \\
\mathbf{H}_f &\triangleq \bar{\mathbf{H}}_f + \mathbf{R}_I^{1/2} \mathbf{W}_I \mathbf{T}_I^{1/2} \in \mathbb{C}^{(N+1) \times N}
\end{align*}
\]

where \( \mathbf{w} \in \mathbb{C}^{(N+1) \times 1} \) and \( \mathbf{W}_I \in \mathbb{C}^{(N+1) \times N} \) have zero mean complex Gaussian independent and identically distributed entries with variance one. The matrices \( \mathbf{R} \triangleq \text{diag}(\sigma_0, \sigma_1, \ldots, \sigma_N) \) and \( \mathbf{T}_I \triangleq \text{diag}(\rho_1, \rho_2, \ldots, \rho_N) \) contain the variances of the stochastic parts of the channel matrices.

More specifically, \( \sigma_i \) is the variance of the stochastic part of path \( [x_0, y_i] \) and \( \rho_i \) is the variance of the stochastic part of path \( [x_i, y_i] \). The matrix \( \mathbf{R}_I \triangleq \text{diag}(1, \mathbf{0}_N) \) acts as a projection and takes into account that only the interfering links from \( x_i \), \( i \in \{1, 2, \ldots, N\} \) to \( y_0 \) contain stochastic components.

The model described by (2) applies to each subcarrier of a discrete multi-tone wireline communication system. The paths \( (x_n, y_n) \) model the direct channels and the paths \( (x_m, y_n), m \neq n \) model far-end crosstalk (FEKT).

### III. Outage Analysis

Since real and imaginary parts of the channel coefficients are modeled as Gaussian random variables with non-zero mean, the channel coefficients’ magnitudes have a Rician distribution. In order to quantify the uncertainty of individual channel coefficients we define the Rician factors

\[
K_{m,n} \triangleq ||\bar{\mathbf{H}}_{m,n}||^2/(E[||\bar{\mathbf{H}}_{m,n}||^2] - ||\bar{\mathbf{H}}_{m,n}||^2).
\]

The Rician factor is the quotient between “direct” and “diffuse” received signal power.

Under the assumption that the receiver knows exactly the realizations of the channel matrix \( \mathbf{H} = [\mathbf{h} \ \mathbf{H}_f] \), the random mutual information is given by [19]

\[
I \triangleq \ln \det(\mathbf{I}_{N+1} + \mathbf{Ph}^H \mathbf{P}_f \mathbf{H}_f^H) - \ln \det(\mathbf{I}_{N+1} + \mathbf{H}_f \mathbf{P}_f \mathbf{H}_f^H)
\]

expressed in bit per complex dimension. In order to calculate the asymptotic (in terms of \( N \)) cumulant moments of \( I \), which are needed to derive the outage probability, we reformulate a result in [19, Theorem 1], which allows to calculate the asymptotic mean \( \mu_I \) and variance \( \sigma_I^2 \) of \( I \). Furthermore, [19, Theorem 1] states that all higher moments of \( I \) tend to zero as \( N \to \infty \), so that \( I \) converges in distribution to the Gaussian random variable \( \mathcal{N}(\mu_I, \sigma_I^2) \). The derivation of the asymptotic outage probability follows, mutatis mutandis, the derivation in [20] and yields

\[
p(I) = \frac{1}{\sqrt{2\pi\sigma_I^2}} \exp \left( \frac{-(I - \mu_I)^2}{2\sigma_I^2} \right).
\]

Hence, for a fixed power \( P \), we find for the maximum rate \( I_c \) such that \( \Pr(I < I_c) < \epsilon \)

\[
I_c = \mu_I - \sigma_I Q^{-1}(\epsilon),
\]

where \( Q(x) \triangleq 1/(2\pi) \int_x^\infty \exp(-u^2/2)du \).

### IV. Applications

This section demonstrates the application of the mixed deterministic/stochastic channel model (2) and the concept of outage analysis to investigate the impact of channel modeling uncertainty in vectoring scenarios. The throughput results presented hereinafter include a signal-to-noise-ratio (SNR) gap of 12.9 dB corresponding to a coding gain of 3 dB, an SNR margin of 6 dB, and a target symbol error rate for quadrature amplitude modulation of \( 10^{-7} \). With an SNR gap \( \Gamma \), the throughput \( R_{t} \) and the corresponding bound \( R \) are given by

\[
R_t = \log_2(1 + (2^{\mu_I} - 1)/\Gamma) \text{ and } R = \log_2(1 + (2^{\mu_I} - 1)/\Gamma),
\]

respectively.

#### A. Example 1

In many networks, customers are connected via two pairs to the last distribution point allowing for the use of two differential modes \( (x_1, y_1) \), \( (x_2, y_2) \) and a phantom mode \( (x_0, y_0) \) [11]—a classic example illustrated in Figure 2. A number of issues have to be considered when exploiting alternative modes such as the phantom mode. For example, phantom modes are more susceptible to ingress and are likely to cause more egress. Furthermore, the background noise encountered on phantom modes in the field might be higher than the commonly used differential-mode level of \( -140 \text{ dBm/Hz} \). Modeling alternative transmission modes is more involved than modeling differential modes and usually requires a larger

---

2In wireline communications, ingress and egress are referred to as electromagnetic radiation picked up and radiated by wires, respectively.
number of parameters [11], [15]–[18]. Even if a line in the network can be characterized perfectly, parameters vary over lines in the network. The goal of this example is to demonstrate how to tackle the difficulty of modeling phantom modes and related crosstalk paths by capturing channel uncertainties with the mixed deterministic/stochastic model (2).

Figure 3 depicts the magnitude responses of a 200m 2-pair channel generated using multi-conductor transmission line theory [15], [16] (wire diameter: 0.5 mm; conductor material: copper; insulation thickness 0.36 mm; insulation material: polyethylene; twist-lengths: 0.05 m and 0.155 m). In comparison to phantom modes, differential paths can be modeled fairly accurately. For simplicity, we assume perfect knowledge of all differential-mode related direct and crosstalk paths while the lack of accurate phantom-mode models is taken into account.

For illustration, Figure 4 shows the relation between Rician factor and channel-magnitude deviation from the mean for 99% (\(\epsilon = 10^{-2}\)) and 99.9999% (\(\epsilon = 10^{-6}\)) of the channels.

For the numerical throughput results presented in the following, a frequency range of 1–100 MHz is considered and the frequency-flat transmit and noise power spectral densities (PSDs) are \(-75\) dBm/Hz and \(-130\) dBm/Hz, respectively. Figure 5 shows the achievable rates on the three modes using vectoring. Note that the throughput results assume that the vectoring systems in the network can learn the actual channel coefficients perfectly—the goal of the analysis is to capture the variation of phantom-mode channel properties over lines. The results for \(\epsilon = 10^{-2}\) and \(\epsilon = 10^{-6}\) can be interpreted as achievable rates supported by 99% and 99.9999% of the channels encountered in the field for the channel uncertainty factor \(K\), respectively.

The phantom mode supports a higher rate than the differential mode since it uses both pairs which increases the effective wire diameter. Each differential mode supports a rate of about 254 Mbit/s. Assume we want to achieve three times that rate, i.e., 762 Mbit/s, by using the two differential modes and one phantom mode in order to make phantom-mode transmission worthwhile. Based on the asymptotic analysis, we can conclude that phantom-mode transmission is worthwhile in the above sense when the channel uncertainty does not exceed a level corresponding to roughly \(K = 7.2\) dB for \(\epsilon = 10^{-2}\). For \(\epsilon = 10^{-6}\), a lower channel uncertainty (corresponding to roughly \(K = 13.1\) dB) is required to make phantom-mode transmission worthwhile in the above sense.
B. Example 2

For cables as short as a few hundred meters, the low direct-channel attenuation allows the use of frequencies beyond 100 MHz. Using higher bandwidth on shorter lines is the main approach to deliver rates in the order of Gbit/s to customer premises in the access network.

Despite recent progress such as the ITU-T standardization effort G.fast [21], which specifies a high-speed high-bandwidth time-division duplexed transmission scheme over short copper lines, network characterization beyond 30 MHz is still in its early stages. Even for frequencies below 30 MHz the variation of direct and crosstalk path coefficients from line to line in a cable can be substantial and even more so from cable to cable. For frequencies beyond 30 MHz, this variation is expected to grow. The concept of outage rate is used in order to capture this spread in performance predictions.

We consider a 24-pair 0.5 mm-cable of 100 m length. Figure 6 illustrates the magnitude spread of direct paths and FEXT paths based on measurements of 10 pairs (resulting in a frequency-dependent $10 \times 10$ channel coefficient matrix) of one cable segment in the frequency range 4 kHz–200 MHz.

Based on the measurement results, the deterministic parts of the channel coefficients and the Rician factors can be estimated. Figure 7 shows the frequency-dependent Rician factors for the direct path and for the FEXT path estimated from 10 and 90 measured coefficients per frequency point, respectively. While the Rician factors indicate a decreasing spread of FEXT-path magnitudes with increasing frequency, there is a trend towards larger spreads for higher frequencies in direct paths—an observation confirmed by a number of measurement campaigns [21]. The spread of path-magnitudes within a cable is considerable and it is reasonable to expect even larger spreads over same-type cables in the network.

We now consider a scenario with 10 vectored lines ($N = 9$) and assume that all paths consist of deterministic and stochastic components with the Rician factors shown in Figure 7. The frequency-flat transmit and noise PSDs are $-75$ dBm/Hz and $-140$ dBm/Hz, respectively. Figure 8 shows the spectral efficiency in bit/s/Hz for link $(x_0, y)$ versus frequency as well as the gap in spectral efficiency with respect to the bound obtained when all Rician factors approach infinity. For 99% of the channels, the spectral-efficiency gap with respect to the mean channel does not exceed 2 bit/s/Hz. For 99.9999% of the channels, the spectral-efficiency gap with respect to the mean channel is not larger than roughly 3 bit/s/Hz. The results for the other links $(x_i, y)$, $i = 1, \ldots, 9$ are very similar since all pairs have the same length.
Fig. 8. Example 2. Top: Spectral efficiency with an SNR gap of 12.9 dB (diamond marker: $\epsilon = 10^{-2}$, square marker: $\epsilon = 10^{-5}$) for the Rician factors shown in Figure 7 versus frequency and corresponding bound (plus marker). Bottom: Spectral efficiency gap with respect to bound.

V. CONCLUSION

Channel uncertainty is a situation frequently encountered when analyzing future wireline communications. The outage analysis for vectoring scenarios is a useful remedy to allow performance predictions for such situations.

Typical application examples are performance prediction in access networks using alternative transmission modes and/or bandwidths beyond 100 MHz. The sheer lack of reliable channel models complicates such forecasts. Outage-rate analysis can provide a basis for infrastructure decisions although only partial knowledge of the network’s copper-channel properties is available.
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